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ABSTRACT

Different model-based techniques have been used to model and underpin requirements management and decision-making strategies under uncertainty for self-adaptive Systems (SASs). The models specify how the partial or total fulfillment of non-functional requirements (NFRs) drive the decision-making process at runtime. There has been considerable progress in this research area. However, precarious progress has been made by the use of models at runtime using machine learning to deal with uncertainty and support decision-making based on new evidence learned during execution. New techniques are needed to systematically revise the current model and the satisficement of its NFRs when empirical evidence becomes available from the monitoring infrastructure. In this paper, we frame the decision-making problem and trade-off specifications of NFRs in terms of Partially Observable Markov Decision Processes (POMDPs) models. The mathematical probabilistic framework based on the concept of POMDPs serves as a runtime model that can be updated with new learned evidence to support reasoning about partial satisficement of NFRs and their trade-off under the new changes in the environment. In doing so, we demonstrate how our novel approach RE-STORM underpins reasoning over uncertainty and dynamic changes during the system’s execution.

KEYWORDS

Requirements, specification, self-adaptation, decision-making, uncertainty, POMDPs, bayesian decision theory

ACM Reference format:

https://doi.org/10.1145/3194133.3195537

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

SEAMS ’18, May 28–29, 2018, Gothenburg, Sweden
© 2018 Association for Computing Machinery.
ACM ISBN 978-1-4503-5715-9/18/05...
S15.00
https://doi.org/10.1145/3194133.3195537

1 INTRODUCTION

A self-adaptive system (SAS) is a system that can adapt its behaviour in response to its own changes and environmental fluctuations at runtime [29]. The decision-making process of a SAS is challenged by the underlaying uncertainty [12]. Different sources of uncertainty in SASs have been identified and studied [1, 13, 35].

In this paper we focus on the kind of uncertainty associated with the satisficement of non-functional requirements (NFRs) given a set of design decisions reflected in a SAS configuration [4, 5]. Specifically, we are interested on the specification and runtime handling of the uncertainty related to the levels of satisficement of the NFRs when new evidence is collected, and that may create the need of adaptation or reconfiguration. Several authors have approached different issues related to uncertainty and NFRs trade-offs [9, 12, 13, 18, 27, 30–32, 36, 38]. However, critical challenges need to be further explored. One of the issues is that current approaches to deal with uncertainty focus mainly on the design-time activities for the specification of NFRs [11, 13, 20, 21, 32].

On the other hand, recent progress on POMDPs implementations [28] have shown promising results in the AI research community for decision-making under uncertainty and dynamic environments [3, 14, 19, 33, 37]. Some scalability issues [37] have been overcome for the decision-making planning when models and assumptions change at runtime [19, 37]. For instance, in [3], an autonomous driving vehicle performs decision-making tasks in real time for a complex and dynamic environment. However, the models used scarce of support for specific definition and further representation, monitoring and trade-off of NFRs as the environment changes. This paper tackles these challenges with RE-STORM, a novel approach that allow us to (i) explicitly deal with the uncertainty associated with the current runtime context (i.e., the current belief expressed as a probability distribution) over the system’s NFRs satisficement, (ii) balance different conflicting NFRs, (iii) maintain the definition of uncertainty over time as new evidence arrives in a consistent way with the past using Bayesian learning and (iv) incorporate risk preferences (i.e., rewards and penalties) that properly address the current situation modelled. Difference from our previous work [4, 5], in this paper we use POMDPs and avoid the “curse of history” problem [37] making the runtime models able to deal with the uncertainty in a scalable way over time by controlling the exploration-exploitation trade-off during the online look ahead search provided by DESPOT [37]. The remainder of this paper is organized as follows: Section 2 presents a background on POMDPs. Section 3 presents how the specification of requirements can be performed using POMDPs. Finally, Section 4 concludes the paper.
2BACKGROUND
This section briefly overviews POMDPs and their relevance for decision-making in SAAs.

2.1 POMDPs
Partially Observable Markov Decision Processes (POMDPs) provide a principled approach to make rational decisions in the face of uncertainty within changing environments [19]. A POMDP models an agent acting in a partially observable stochastic environment. A rational agent is one that acts so as to achieve the best expected outcome [29]. Fig. 1 shows a POMDP with its main elements.

The states in a POMDP are not directly observable, the agent cannot choose its actions based on the states, instead it is based on belief states and policies related to these beliefs. A policy maps from beliefs to the actions \[28\]. Both concepts are explained next.

\[ (S, A, Z, T, O, R) \]

- \( S \): Set of states that the agent can achieve.
- \( A \): Set of actions that the agent choose to perform.
- \( Z \): Set of observations related to the set of states \( S \).
- \( T \): Transition model. It describes an agent taking action \( a \in A \) in state \( s \in S \), and updates the new state \( s' \in S \) in the next time slice with probability \( P(s'|s, a) = T(s, a, s') \).
- \( O \): Observation model. It describes the probability \( P(z|s', a) = O(s', a, z) \) of observing \( z \in Z \) when the action \( a \) is performed and the resulting state is \( s' \).
- \( R \): Reward function. \( R(s,a) \) is the reward obtained for performing action \( a \) under the current state \( s \). The \( R(s,a) \) values are usually defined at design time based on information provided by the system’s stakeholders or based on previous experiences.

As the states in a POMDP are not directly observable, the agent cannot choose its actions based on the states, instead it is based on belief states and policies related to these beliefs. A policy maps from beliefs to the actions \[28\].

2.1.2 POMDP based decision-making process.
- **Belief state**: A belief state \( b \) is a probability distribution over the states space \( S \). The agent starts with an initial belief state \( b_0 \), representing its knowledge about the starting state of the environment. At any slice time \( t \), the belief \( b \) may be updated according to the Bayes’ rule, by incorporating information from the action \( a \), the previous state and the observation \( z \) [29]. The updated belief \( b' \) is represented as \( b' = r(b, a, z) \) for some \( a \in A \) and \( z \in Z \). The next step is to choose an action based on the belief state.
- **Policies and decision-making**: A policy \( \pi : \beta \rightarrow A \) specifies a mapping from the belief space \( \beta \) to the actions space \( A \), i.e., an action \( a = \pi(b) \) for any belief \( b \). A policy defines the system strategy for all possible situations it can find [28]. The objective is to maximize the amount of reward earned over a finite or infinite time horizon. The optimal policy, denoted by \( \pi^* \), produces the highest expected reward value for each belief state, represented by the optimal value function \( V^*(b) \).

\[
V^*(b) = \max_{a \in A} \left\{ \sum_{s \in S} b(s)R(s,a) + \gamma \sum_{z \in Z} p(z|b,a) V^*(r(b,a,z)) \right\}
\]

The action that produces the highest or optimal Expected Value (EV) in the equation above, will be the chosen action \( a^* \) for adaptation. The action \( a^* \) will be executed and eventually a new observation \( z \) will be monitored.

The constant \( \gamma \in (0, 1) \) is the discount factor, which expresses preferences for immediate rewards over future ones. By using the equation in (1), an agent searches for an optimal action \( a^* = V^*(b) \) at the current belief \( b \). Therefore, the decision-making process in a POMDP involves (i) choosing an action \( a \) using a policy \( a = \pi(b) \) based on the current belief \( b \) (ii) updating the current belief \( b = r(b, a, z) \) after receiving and observation \( z \). The process then repeats [37].

RE-STORM is supported by an approximate POMDP solver [37] that allow us to overcome the curse of history during the decision-making based on new runtime evidence. Overcoming the curse of history means that treating all the possible future states while making projections is tractable.

3 REQUIREMENTS AND DECISION-MAKING WITH POMDPS
Next, we explain how POMDPs offer a frame for modelling NFRs trade-offs to underpin the decision-making process when new evidence is collected from the environment.

3.1 Motivating example
As an example to show the specification and representation of NFRs by using POMDPs, consider the fragment of a simple model of the robot vacuum cleaner for a domestic apartment \[4, 34\] shown in Fig. 2. The vacuum cleaner has as functionality to clean apart-

![Figure 1: POMDP for decision-making](image)
minimization, while cleaning when empty partially denies energy cost minimization but completely satisfies tripping hazard avoidance. To implement the scenario above, the model involves monitoring a robot vacuum cleaner to monitor: (i) people at home and, (ii) the use of an alternative source of energy. Person detected (PDE) is a monitorable to detect a person that could be in tripping hazard when the robot vacuum cleaner is working, while Regular Energy Supplier (RES) is a second monitorable to detect the use of a more expensive source of energy at the apartment.

During runtime, the POMDP model is kept in memory to support reasoning and to monitor the current satisficement of the system’s NFRs [7]. Let us suppose that during the execution and when the vacuum cleaner is cleaning the apartment, the monitoring infrastructure senses that a person is at home. In this case, tripping hazard avoidance could be at disadvantage and the runtime reasoning engine (supported by the POMDP model) would evaluate the consequences and suggest an adaptation from cleaning at night strategy to cleaning when empty. In a different context, when the monitoring infrastructure senses the use of a more expensive source of energy, minimization of energy cost may be in disadvantage and again, the reasoning engine would evaluate the effects of actions and suggest the most suitable adaptation accordingly.

The focus of this paper is to present the mapping from NFRs onto POMDPs and we will use the vacuum cleaner example for this. The mapping is explained as follows.

### 3.2 Mapping from NFRs onto POMDPs

First, a POMDP model is designed to support a functionality and its related NFRs by providing:

- **NFR nodes.** Each NFR node is associated with a conditional probability distribution to represent its current satisficement (i.e., its current state in POMDP terms). A NFR node is influenced by the state of its parent nodes, i.e., an Action node and a NFR node, both at the previous time slice [4, 29] (See Fig. 2). NFR nodes are related to the states \( s \in S \) in a POMDP.

- **Monitorable (MNR) nodes.** They represent the observations collected from the environment at runtime. Each MNR node, similar to the NFR nodes, is associated with a conditional probability distribution that is influenced by the state of its parent nodes.

- **An Action node.** It represents a set of actions \( a \in A \) (i.e., adaptations) that a system could execute. The execution of an action may have an impact on the satisficement of the NFR nodes and the collected information from the environment by the MNR nodes (See Fig. 2). MNR nodes are related to the observations \( z \in Z \) in a POMDP.

- **A Reward node and its corresponding reward function.** It represents the reward obtained after performing the action \( a \) under the current state of the NFR nodes.

Next, we explain the mapping process from the elements above to the POMDP model and their dependencies.

#### 3.2.1 From Requirements to POMDPs

Fundamentals concepts and equivalences in the mapping are explained next using a set of mapping rules.

- **a) NFR nodes and their satisficement values.** NFR nodes represent the NFRs to be satisfied [10]. In theory, each NFR node has two possible states or values: True or False. However, it does not mean that the satisficement of a NFR is measured by only two absolute values. As the states in a POMDP, the states of the NFR nodes are not directly observable. What we have are beliefs about these states and therefore their levels of satisficement are described by the probability distribution \( p(NFR_i = True) \) and \( p(NFR_i = False) \), where \( NFR_i \) represents any NFR. We measure at runtime the current satisficement of a NFR node by using these probability distributions, which allow us to model the inherent uncertainty about the true state of the levels of satisficement of the NFRs underpinned by the POMDP [28].

- **b) NFR nodes and POMDP states \( s \in S \).** NFR nodes represent states \( s \in S \) that a POMDP can achieve. Each state \( s \) in a POMDP is represented by a set of possible values (True or False) of the NFR nodes \( NFR_1 \) to \( NFR_n \), where \( n \) is the number of NFR nodes in the model. Given the identified relationship between NFR nodes and states \( s \) in a POMDP, we have the following mapping rule:

**Mapping Rule 1.** A state \( s \in S \) represents a set of values (combinations of True or False) of the NFR nodes \( NFR_1 \ldots NFR_n \). The values of the NFR nodes are not directly observable. They have associated a probability distribution.

In the case of the example, two NFR nodes exist: Avoid Tripping Hazard (ATH) and Minimization of Energy Cost (MEC). The states \( s \) of the POMDP associated are shown in Table 1. The number of states \( s \in S \) is represented as \( |S| \) and depends on the number of NFR nodes \( |NFR| \) and the number of values \( |NFR_{True}| \) for each NFR node. \( |S| \) is computed as follows:

\[
|S| = |NFR_{True}|^{|NFR|}
\] (2)

In the example, we have 2 NFR nodes and there are 2 possible values: True and False per each NFR node, therefore, the number of possible states \( |S| \) is \((2^2)^4\).

- **c) NFR nodes and the reward function \( R(s,a) \).** A reward function is a scalar that assigns a cardinal scale to each decision made during a specific state of the system [15], i.e., each action...
Table 3: Vacuum cleaner MNR nodes and observations

<table>
<thead>
<tr>
<th>Reward</th>
<th>Action(s)</th>
<th>State(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>r₁ = 90</td>
<td>a₁ = CE</td>
<td>s₁ = True, True</td>
</tr>
<tr>
<td>r₂ = 15</td>
<td>a₁ = CE</td>
<td>s₂ = False, True</td>
</tr>
<tr>
<td>r₃ = 200</td>
<td>a₁ = CE</td>
<td>s₃ = True, False</td>
</tr>
<tr>
<td>r₄ = 0</td>
<td>a₁ = CE</td>
<td>s₄ = False, False</td>
</tr>
<tr>
<td>r₅ = 90</td>
<td>a₂ = CN</td>
<td>s₁ = True, True</td>
</tr>
<tr>
<td>r₆ = 30</td>
<td>a₂ = CN</td>
<td>s₂ = False, True</td>
</tr>
<tr>
<td>r₇ = 150</td>
<td>a₂ = CN</td>
<td>s₃ = False, False</td>
</tr>
<tr>
<td>r₈ = 0</td>
<td>a₂ = CN</td>
<td>s₄ = False, False</td>
</tr>
</tbody>
</table>

The number of observations \( z \in Z \) is represented as \(|Z|\) and depends on the number of MNR nodes \(|MNR|\) and the number of possible values \(|MNR_{α_0}|\) for each MNR node. The number of observations \(|Z|\) is computed as follows:

\[
|Z| = \prod_{i=1}^{MNR} |MNR_{α_0}|
\]  

(4)

In the case of the robot vacuum cleaner example, we have 2 MNR nodes and 2 possible values for each one, therefore the number of observations \(|Z|\) would be \(2^2 = 4\).

3.2.2 Relationships among POMDP elements. They are represented by the transition and observation models of the system as well as the probability distributions related to them. We explain these concepts and their relationship to NFRs below.

a) NFR nodes and the POMDP Transition model. In a POMDP, the transition model \( T(s, a, s') = P(s'|s, a) \) represents the probability that the system makes a transition from state \( s \) to state \( s' \) when action \( a \) is executed in state \( s \). In our approach, a state \( s \) represents a set of current values of NFR nodes (Mapping Rule 1), therefore, the transition model will represent the transition from a set of current values to a new one for the NFR nodes. NFR nodes can barely ever be labelled 100% satisfied or 100% unsatisfied in an unambiguous sense [5]. In the context of POMDPs, the satisficement of each NFR node is dictated by a probability distribution over its possible values. For instance, in Fig. 3, one possible probability distribution for the satisficement of the NFR node \( ATH \) at time slice \( t \) could be:

\[
P(ATH_{1}=True)=0.32 \quad \text{and} \quad P(ATH_{2}=False)=0.68
\]

However, at time slice \( t+1 \), based on the influence of its parent’s nodes, we could get a different probability distribution:

\[
P(ATH_{1+1}=True)=0.65 \quad \text{and} \quad P(ATH_{1+1}=False)=0.35
\]

As is noticed above, the probabilities about the satisficement of NFR nodes may evolve at runtime, and this evolution is according to the following mapping rule.

Mapping Rule 4. The transition model \( T(s, a, s') = P(s'|s, a) \), represents a system taking an action \( a \) under the current values of its related NFR nodes and updating the next time slice to a new set of values of its NFR nodes.

Figure 3: Transition model - vacuum cleaner example

Next, we present the transition model derived from mapping rule 4, to represent the model as a function of the NFR nodes:

\[
T(s, a, s') = P(NFR'_{1}...NFR'_{n}|NFR_{1}...NFR_{n}, a)
\]  

(5)

By using conditional independence property [26] and Bayes theorem [17, 25], the transition model can also be factored into a product of smaller conditional distributions:

\[
T(s, a, s') = P(NFR'_{1}|NFR_{1}, a)P(NFR'_{2}|NFR_{2}, a)...
P(NFR'_{n}|NFR_{n}, a)
\]  

(6)
Note that the term conditional independence property in the context above, we are not implying that the NFRs are required to be independent. RE-STORM is oblivious to the their independence. Let’s use equation (6) in the example of the vacuum cleaner. Two possible actions: Clean when empty (CE) and Clean at night (CN) exist. They affect the NFR nodes Avoid tripping hazard (ATH) and Minimization of energy costs (MEC). The factored transition model for this example is:

\[
T(s,a,s')=P(ATH'|ATH,a)P(MEC'|MEC,a)
\]

As is observed in equation (6), the transition model requires factored conditional probabilities related to NFR nodes. The conditional probability tables (CPTs) for each factor of example are shown below in Tables 4 and 5.

### Table 4: CPT ATH: P(ATH | ATH,a)

| Action | ATH | P(ATH | ATH,a) |
|--------|-----|--------------|
| a1=Clean when empty (CE) | True | 0.45 |
| a2=Clean when empty (CE) | False | 0.47 |
| a3=Clean at night (CN) | True | 0.11 |
| a4=Clean at night (CN) | False | 0.21 |

The initial probabilities above are defined by domain experts [6, 16]. They evolve at runtime and are used to compute the probabilities of the states s in a POMDP.

### b) Probabilities of states s in a POMDP

It was established in Mapping Rule 1 that a state s ∈ S represents a set of values of NFR nodes. To obtain the probability of any state s we should apply the joint probability property [17] over its related NFR nodes.

**Mapping Rule 5. The probability of a state s ∈ S in a POMDP corresponds to the joint probability over the current values of its related NFR nodes.**

For the case of the vacuum cleaner, the state s2 in Table 1, represents the values False for the NFR nodeATH and True for the NFR node MEC. By following Mapping Rule 5, the probability of the state s2 is obtained using the equation:

\[
P(s2)=P(ATH=False)P(MEC=True)
\]

However, there are several possibilities for solving the previous expression. In Table 4 we observe that P(ATH=False) could be equal to: 0.45, 0.47, 0.11 or 0.21, depending on the values of its parent’s nodes. In Table 5 we observe that P(MEC=True) could be equal to: 0.75, 0.65, 0.9 or 0.8, depending also on the values of its parent’s nodes.

The different possibilities mentioned above are visually explained in Fig 3. It shows that the NFR nodes at time t+1, depends on their parent’s elements at time t. Based on the values of the parent’s elements, we could get different effects, i.e., different valid probabilities P(ATH) and P(MEC) at time t+1. We call this relationship "parent’s dependencies" for the transition model. The number of parent’s dependencies for the transition model is represented as |PD_TM| and depends on the number of NFR nodes |NFR|, the number of values |NFRv| for each NFR node and the number of actions |A|. The number |PD_TM| is computed using the equation 7 as follows:

\[
|PD_TM| = |NFRv| * |A|
\]

For the example, after using equation 7, eight different options of “parent’s dependencies” exist and they are shown in Table 6. We also show in Table 7 the probabilities of the states s1 to s4 for one of these options: parent dependency PD_TM. At this stage we are able to compute the probability distribution for the states s ∈ S as a result of the application of Mapping Rule 5. This probability distribution is a design-time input for the execution at runtime of the POMDP transition model that allows us to monitor the probability of satisficement of the NFR nodes following Mapping Rule 4.

### c) MNR nodes and the POMDP observation model

Observations inform about the current state of the world [28]. \(O(s', a, z) = P(z | s', a)\) denote the probability that the system observes z after executing action a and transitions to state s'. In our approach, an observation z represents a set of observation values of MNR nodes (See Mapping Rule 3). MNR nodes should tackle the uncertainty related to lack of confidence of sensor’s reports [4], therefore their observation values can hardly ever be 100% confident. In the context of POMDPs, the observations of each MNR node are dictated by a probability distribution over its possible values. As an example, in Fig. 4 one possible probability distribution for the values of the MNR node PDF at time slice t+1 could be:

\[
P(PDF_{t+1}=True)=0.12 \text{ and } P(PDF_{t+1}=False)=0.88
\]

The probabilities about the values of MNR nodes are influenced by their parent’s nodes (i.e., NFR nodes and Action node) and may evolve at runtime. This evolution is according to the following mapping rule.

**Mapping Rule 6. O(s', a, z) = P(z | s', a) represents a system getting MNR nodes observations under the current state of their related NFR nodes and after taking action “a” at the previous time slice.**
As is observed in (9), the observation model requires factored conditional probabilities related to the MNR nodes. The conditional probability tables (CPTs) for each factor of the vacuum cleaner example are shown below in Tables 8 and 9.

### Table 8: CPT PDE: P(PDE|ATH',a)

<table>
<thead>
<tr>
<th>MNR</th>
<th>PDE</th>
<th>ATH</th>
<th>Joint Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1=Clean when empty (CE)</td>
<td>True</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>a2=Clean at night (CN)</td>
<td>True</td>
<td>0.75</td>
<td>0.25</td>
</tr>
</tbody>
</table>

### Table 9: CPT RES: P(RESEMEC',a)

<table>
<thead>
<tr>
<th>MNR</th>
<th>RES</th>
<th>Joint Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1=Clean when empty (CE)</td>
<td>True</td>
<td>0.8</td>
</tr>
<tr>
<td>a2=Clean at night (CN)</td>
<td>False</td>
<td>0.85</td>
</tr>
</tbody>
</table>

The initial probabilities above are used to compute the probabilities of the observations in a POMDP as is explained below.

d) **Probabilities of observations z in a POMDP.** It was established in Mapping Rule 3 that an observation z ∈ Z represents a set of current observation values of the MNR nodes. To obtain the probability of any observation z we should apply the joint probability property [17] over its related MNR nodes.

**Mapping Rule 7.** The probability of an observation z ∈ Z in a POMDP corresponds to the joint probability over the current observation values of its related MNR nodes.

For the case of the example, the state z1 in Table 3, represents the observation values True for the MNR node PDE and False for the MNR node RES. By following Mapping Rule 7, the probability of the observation z1 can be obtained from the following equation:

\[ P(z_1) = P(\text{PDE}=\text{True})P(\text{RES}=\text{False}) \]

Fig. 4 shows that the MNR nodes at time t+1, depends on their parent’s elements at time t and time t+1. Based on the values of the parent’s elements different effects are obtained, i.e., different valid probabilities P(PDE) and P(RES) at time t+1. This relationship is called “parent’s dependencies” of the observation model. The number of these parent’s dependencies is represented as \(|PD_{OM}|\) and depends on the number of MNR nodes \(|NFR|\), the number of satisficement values \(|NFR_{st}|\) for each NFR node and the number of actions |A|. The number \(|PD_{OM}|\) is computed using the equation 10:

\[ |PD_{OM}| = |NFR_{st}|^{|NFR| \times |A|} \]

In the case of our example, after using equation 10, similar to the transition model, eight different options of “parent’s dependencies” exist. The probabilities of the observations z1 to z4 for one of these options are shown in Table 10.

### Table 10: Probabilities for Observations z

<table>
<thead>
<tr>
<th>Option 01 JP MNR</th>
<th>MECE=True</th>
<th>ATH=True</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(MEC)</td>
<td>P(ATH)</td>
<td>P(MEC,ATH)</td>
<td></td>
</tr>
<tr>
<td>True=0.9</td>
<td>True=0.89</td>
<td>0.801</td>
<td>z1</td>
</tr>
<tr>
<td>True=0.9</td>
<td>False=0.11</td>
<td>0.099</td>
<td>z2</td>
</tr>
<tr>
<td>False=0.1</td>
<td>True=0.89</td>
<td>0.089</td>
<td>z3</td>
</tr>
<tr>
<td>False=0.1</td>
<td>False=0.11</td>
<td>0.011</td>
<td>z4</td>
</tr>
<tr>
<td>∑ P(MEC,ATH)</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4 CONCLUDING REMARKS

We argue that a SAS should exhibit explicit treatment of uncertainty by evaluation of new evidence using techniques such as machine learning. In this paper we have introduced RE-STORM, to assess the consequences of new evidence over the satisficement of the NFRs. RE-STORM is based on Bayesian methods and decision theory to account for uncertainty. RE-STORM works towards filling the lack of a time-history wise scalable platform to support NFR specification and runtime trade-off of the satisficement of NFRs to drive the decision-making in SASs. RE-STORM deals with uncertainty in an explicit way and updates its definition over time as new evidence arrives keeping consistency with the history of the execution. During runtime, RE-STORM learns and updates the probabilities of the satisficement level for each NFR (i.e., beliefs) over time when new evidence becomes available at runtime. In this paper, we have mapped the decision-making of a SAS, including the specification of the trade-off between NFRs, onto a decision-problem solved by a POMDP. The POMDP implementation is the DESPOT algorithm [37]. Early experimental results performed using an remote data mirroring simulator [23] and other domains [8, 22] show that the decisions made about the trade-off of the satisficement levels of the NFRs are compatible with other experiences [1, 4, 5] and look sound. Further, RE-STORM presents a scalable solution with respect to our work in [4, 5]. Using the risk preferences in RE-STORM, we are working on a novel approach for the runtime update of preferences when the current preferences are not suitable to emerging situations detected at runtime [24].

REFERENCES


